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Abstract

Cu is of primary importance in the embrittlement of the neutron-irradiated reactor pressure vessel (RPV) steels. It has been observed
to segregate into copper-rich precipitates within the ferrite matrix under irradiation. Since its role was discovered more than 40 years ago,
Cu precipitation in a-Fe has been studied extensively under irradiation as well as under thermal ageing using atom probe tomography,
small angle neutron scattering, and high resolution transmission electron microscopy. Numerical simulation techniques such as Rate
Theory or Monte Carlo methods have also been used to investigate this problem, however not always with a great success. In this paper,
we provide a critical review of the different kinetic Monte Carlo models dedicated to the study of Cu precipitation, with the aim of deter-
mining which elements are key to an accurate description of precipitation.
� 2007 Elsevier B.V. All rights reserved.

PACS: 61.72.Ji; 61.80.�x; 71.20.Be; 71.15.Mb
1. Introduction

Cu is of primary importance in the embrittlement of the
neutron-irradiated reactor pressure vessel (RPV) steels. Its
role was put forward more than forty years ago [1]. Even if
it is present in a very small amount, around 0.07 wt%, in
the French RPV steels, the formation of Cu clusters has
been observed thanks to characterisation techniques such
as atom probe tomography (APT), small angle neutron
scattering (SANS) and high resolution transmission elec-
tron microscopy (HRTEM). Cu precipitation has thus
been studied exhaustively experimentally, both under ther-
mal ageing and irradiation (electron, ion and neutron radi-
ation). Despite the large amount of work about this alloy,
the composition of the Cu clusters under neutron irradia-
tion [2] is still very much debated. Indeed, with SANS
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and field emission scanning transmission electron micros-
copy, these clusters look like precipitates, containing close
to 100% Cu [3,4], whereas with APT, they appear to be
more or less dilute and are sometimes called ‘atmospheres’
[5–7] in the first stage of the precipitation. Thus, the decom-
position of the FeCu system under irradiation appears
complex, and the classical laws of thermodynamics cannot
be applied in this context because of the point defect super
saturation. On the other hand, under thermal ageing, the
principles of thermodynamics can be applied. Further-
more, the studies indicate that Cu cluster formation takes
place via the classical processes of nucleation, growth and
coarsening. Finally, the results of APT and SANS converge
to the same conclusion: Cu precipitates become rapidly
almost pure [8,9]. This is the reason why the first numerical
simulations of Cu precipitation were concerned with the
study of thermal ageing, the other reason being that ther-
mal ageing is simpler to simulate than radiation.

Different methods can be used to model precipitation
kinetics at the atomistic level. One class of models relies
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on cluster dynamics as in [10,11]. The other models are
based on Monte Carlo (MC) type algorithms [12–15].
The later class is more appropriate to investigate the differ-
ent mechanisms involved, while cluster dynamics allow to
simulate large volumes and longer times.

In this paper, we focus on the precipitation of Cu under
thermal ageing, and on its simulations using kinetic Monte
Carlo (KMC) models. Indeed, being able to simulate cor-
rectly the precipitation of the FeCu system is the first and
necessary step towards the prediction of the microstruc-
tural evolution of more complex alloys like ternary or qua-
ternary alloys, not to mention alloys of pressure vessel
steels.

Several KMC models [12–15] have been used to study
the precipitation of the iron–copper system. The main dif-
ferences between these are the method used to determine
the vacancy activation energy, and the parameterisation.
One possible approach [12–14] is based on a cut bond
model in which the vacancy activation energy is given by
the difference between the energy at the saddle point posi-
tion and the energy due to the interactions of the bonds
broken during the jump. The differences between these
cut bond models are the parameterisations used. The other
kind of model published is based on the calculation of the
total system energies before and after the vacancy jump to
determine the vacancy activation energy [15]. In all the
models, the alloy cohesive energy is obtained as a sum of
pair interactions. Among the groups using cut bond mod-
els, Soisson et al. [12] have compared the simulated precip-
itation kinetics in the FeCu system to experimental results
of thermal ageing and electron irradiation, the only effect
of electron irradiation being, according to these authors,
the enhancement of the diffusion. They observe that under
thermal ageing, the simulated system follows the classical
law of Lifshitz–Slyozov–Wagner (LSW) [16,17]. Schmau-
der and Binkele [14] have proposed another model with
which they follow the precipitate mean radius evolution
in FeCu alloys aged at different successive temperatures.
Le Bouar and Soisson [13] have studied the dependence
of the activation energy with the local atomic configuration
on the diffusion mechanisms in the FeCu system. They
found that this dependence is important even in dilute
alloys.

In the first part of the paper, the KMC theory will be
briefly discussed, along with the different approaches used
so far. In a second part, a parametric study of the influence
of the various parameters on the kinetics, will be presented
in order to determine which properties need to be included
in the model to correctly reproduce Cu precipitation in
a-Fe. Finally, we will compare the ability of the different
models to simulate the ageing of an Fe-0.6at.%Cu alloy
at 500 �C and of an Fe–1.4 wt%Cu alloy at 500 and
600 �C. Care has been taken in this work to systematically
compare the simulated results to experimental ones (in
terms of size and number density of particles). Note that
in contrast to the clusters formed experimentally under
thermal ageing, which contain, at least at the beginning
of the treatment, some Fe atoms (according to APT), the
precipitates simulated here are pure Cu precipitates.

2. Methodology

2.1. Ab initio calculations

Some properties, such as the binding or mixing energies
used in the parameterisation, have been obtained by ab ini-
tio calculations. Our calculations have been done using the
Vienna Ab initio Simulation Package VASP [18,19]. They
were performed in a plane-wave basis, using fully non-local
Vanderbilt-type ultrasoft pseudopotentials to describe the
electron–ion interaction. Exchange and correlation were
described by the Perdew–Zunger functional, adding a
non-local correction in the form of the generalised gradient
approximation (GGA) of Perdew and coworkers (PW91).
All the calculations were done in the spin polarised GGA
using the supercell approach with periodic boundary con-
ditions. The ultrasoft pseudopotentials used in this work
come from the VASP library. Brillouin zone (BZ) sampling
was performed using the Monkhorst–Pack scheme. The
defect calculations were done at constant volume, thus
relaxing only the atomic position in a supercell dimen-
sioned with the equilibrium lattice parameter for Fe
(0.28544 nm). The plane-wave cut-off energy was 240 eV.
Except when mentioned, the results are obtained using
128-atom supercells with a BZ sampling of 27k points.
More details on the method and, in particular, a compari-
son of full relaxation versus constant volume calcula-
tions for defects in a-Fe can be found in a previous work
[20].

The binding energy between two entities, A and B, in a
bcc iron matrix containing N atomic sites, is calculated as
follows:

EbðA;BÞ ¼ ½EðN � 1þ AÞ þ EðN � 1þ BÞ�
� ½EðN � 2þ Aþ BÞ þ Eref �; ð1Þ

where E(N � 1 + A) is the energy of a supercell containing
only a defect A, E(N � 1 + B) the energy of the same super-
cell containing only a defect B, E(N � 2 + A + B) the en-
ergy of the same supercell containing A and B and Eref

the energy of the supercell containing no defect. In this
scheme, a positive binding energy indicates an attractive
interaction.

The mixing energy, corresponding to an infinite dissolu-
tion of Cu in bcc Fe, is determined as follows:

EmixðCu! FeÞ ¼ ½EððN � 1ÞFeþ CuÞbcc

� ððN � 1Þ=NÞEref � EðCurefÞ�;
ð2Þ

where E((N � 1)Fe + Cu)bcc is the energy of a supercell
containing (N � 1)Fe atoms and one Cu atom, Eref is the
energy of a supercell containing N Fe atoms and E(Curef)
is the cohesive energy of Cu in the faced cubic centred
structure.
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In this work, the set of ab initio data is divided into a
fitting and a testing database as will be explained later.
2.2. Monte Carlo models

All the simulations presented in this paper as well as in
[12–14] rely on the residence time algorithm derived by
Young and Elcock [21] to model the diffusion of a vacancy
in FeCu. In this kind of simulation, the vacancy diffusion is
determined by the calculation of the eight (bcc lattice)
probabilities of first nearest neighbour jumps. This proba-
bility is given by the following equation:

CX;V ¼ mX exp � Ea

kT

� �
; ð3Þ

mX is the attempt frequency for the entity X (X = Fe, Cu),
which makes an exchange with the vacancy and Ea is the
activation energy of the jump. For each parameterisation
presented here, the Cu attempt frequency has been taken
equal to the Fe one. Its value is 6 · 1012 s�1 in our param-
eterisation, 3.65 · 1015 s�1 for [12,13] and it is 8.7 · 1012 s�1

for [14].
One of the key ingredient of the KMC methods is the

determination of the activation energy. For all the methods
presented in this paper, the cohesive model, necessary to
determine the system energy, is described using pair inter-
actions in a rigid lattice. The system is either described
using pair interactions between first nearest neighbours
only [12,13,22] or considering also the second nearest ones
like in [14,23] and in our parameterisation. The knowledge
of the pair interactions eXX between all the X entities (Fe,
Cu or vacancy: V) which compose the system is necessary
to obtain the total energy E of the system, which is then
obtained as follows:

E ¼ NðiÞFe–Fee
ðiÞ
ðFe–FeÞ þNðiÞFe–VeðiÞðFe–VÞ þNðiÞFe�Cue

ðiÞ
ðFe–CuÞ

þNðiÞV–Cue
ðiÞ
ðV–CuÞ þNðiÞCu–Cue

ðiÞ
ðCu–CuÞ; ð4Þ

where i equals 1 or 2 and corresponds respectively to first
or second nearest neighbour interaction, NðiÞFe–Fe is the num-
ber of Fe–Fe bonds, NðiÞFe–V the number of Fe–V bonds,
NðiÞFe–Cu the number of Fe–Cu bonds, NðiÞV–Cu the number of
V–Cu bonds and NðiÞCu–Cu the number of Cu–Cu bonds of
the lattice.

The activation energy Ea can be determined by various
approaches. The three methods existing so far are
described in the next paragraphs.
2.2.1. Model used in this work

The code used in this work is the LAKIMOCA code
developed at EDF [15] [24]. In this model the activation
energy is obtained from the final Ef and the initial Ei system
energy (FISE) as follows:

Ea ¼ Ea0
þ Ef � Ei

2
; ð5Þ
where Ea0
depends only on the migrating atom type: it is

the ab initio vacancy migration energy in pure Fe when
the vacancy jumps towards an Fe atom and it is the ab
initio solute migration energy when the vacancy jumps
towards a solute atom. Ei and Ef are estimated using Eq.
(4) with first and second nearest neighbour pair interac-
tions obtained from ab initio calculations. Eq. (5) satisfies
the detailed balance rule. Note that the system total energy
could have been obtained from empirical potentials as in
[15,25]. However our final goal is to model complex alloys,
containing solute atoms of more than one kind, for which
realistic interatomic potentials are very tedious to build.

The pair interactions between copper atoms or between
iron atoms are related to the cohesive energies of pure bcc
copper and iron respectively as follows:

EcohðX Þ ¼ 4eð1ÞðX–XÞ þ 3eð2ÞðX–XÞ; ð6Þ

where X stands for copper or iron. The pair interactions
between an iron and a copper atom are obtained from
the mixing energy and the interface energy along the
(100) plane according to the two equations below:

EmixðCu! FeÞ ¼ �4eð1ÞðFe–FeÞ � 3eð2ÞðFe–FeÞ þ 8eð1ÞðFe–CuÞ

þ 6eð2ÞðFe–CuÞ � 4eð1ÞðCu–CuÞ � 3eð2ÞðCu–CuÞ; ð7Þ

Eintð100ÞðFe=CuÞ ¼ �2eð1ÞðFe–FeÞ � eð2ÞðFe–FeÞ þ 4eð1ÞðFe–CuÞ

þ 2eð2ÞðFe–CuÞ � 2eð1ÞðCu–CuÞ � eð2ÞðCu–CuÞ: ð8Þ

The vacancy–Cu and vacancy–Fe pair interactions are esti-
mated from the first nearest neighbour vacancy–Cu bind-
ing energy and from the vacancy formation energies in
bcc Cu and in bcc Fe respectively, as follows:

Eð1Þb ðV–CuÞ ¼ eð1ÞðFe–CuÞ þ eð1ÞðFe–VÞ � eð1ÞðFe–FeÞ � eð1ÞðV–CuÞ; ð9Þ

EforðVXÞ ¼ 8eð1ÞðX–VÞ þ 6eð2ÞðX–VÞ � 4eð1ÞðX–XÞ � 3eð2ÞðX–XÞ; ð10Þ

where X stands for copper or iron.
The absolute energies obtained with the VASP code (as

in many other ab initio codes) usually have to be rescaled
to be comparable to experimental cohesive energies. To
rescale the Cu cohesive energy for the bcc structure, the
energy difference between the most stable (the face centred
cubic (fcc)) phase and the bcc phase has been calculated by
ab initio and added to the experimental cohesive energy
[26]. For iron, the cohesive energy used is the experimental
one [26]. The interface energy (Eq. (8)) has been obtained
with a 10-atom supercell and 10 · 10 · 1k points. As Cu
is not stable in the bcc structure, it was not possible to per-
form ab initio calculations to obtain the relaxed vacancy
formation energy in pure bcc Cu. This value was then
adjusted. The fitting values, used in Eqs. (6)–(10), appear
in Table 1 and the pair interactions deduced from them
in Table 2. A testing database is also shown in Table 1
(data in bold characters). These testing data are energies
which have not been used in the determination of the pair
interactions but which can be calculated once the pair
interactions have been obtained. They are compared to



Table 1
Fitting and testing (bold characters) parameters used in this work as well
as in the works of Schmauder and Binkele [14], Soisson et al. [12] and Le
Bouar and Soisson [13]

Model FISE and
CBM2

CBM1
[12]

CBM1
[13]

CBM1
[14]

Emig(Fe) (eV) 0.62 1.23 0.638 0.903
Emig(Cu) (eV) 0.54 0.55 0.208 0.895
Ecoh(Fe) (eV) �4.28 �4.28 �4.28 �4.28
Ecoh(Cu) �3.49 �4.28 �3.84 �4.28

Eð1Þb (Cu–Cu) (eV) 0.07 0.18 0.2 0.094

Eð2Þb (Cu–Cu) (eV) 0.08 0 0 0.046

Eð1Þb (V–Cu) (eV) 0.07 0.04 0.19 0.047

Eð2Þb (V–Cu) (eV) 0.06 0 0 0.023

Efor(V
Fe) (eV) 2.0 1.64 1.632 1.6

Efor(V
Cu) (eV) 1.6 2.04 0.912 1.6

Emix(Cu! Fe) (eV) 0.5 0.72 0.8 0.515
Eint(100) (mJ/m2) 407 697 775 453

Eint(110) (mJ/m2) 397 493 548 384

390 E. Vincent et al. / Journal of Nuclear Materials 373 (2008) 387–401
the results of ab initio calculations, which allows us to
obtain a first assessment of the validity of the pair interac-
tions obtained. In our parameterisation, the (110) interface
energy, the Cu–Cu binding energies, the second nearest
neighbour V–Cu binding energy are testing energies. They
can be obtained from the pair interactions as follows:

Eintð110ÞðFe=CuÞ ¼ �eð1ÞðFe–FeÞ � eð2ÞðFe–FeÞ þ 2eð1ÞðFe–CuÞ

þ 2eð2ÞðFe–CuÞ � eð1ÞðCu–CuÞ � eð2ÞðCu–CuÞ; ð11Þ

Eintð110ÞðFe=CuÞ ¼ 2Eð1Þb ðCu–CuÞ þ 2Eð2Þb ðCu–CuÞ; ð12Þ
EðiÞb ðCu–CuÞ ¼ 2eðiÞðFe–CuÞ � eðiÞðFe–FeÞ � eðiÞðCu–CuÞ; ð13Þ

Eð2Þb ðV–CuÞ ¼ eð2ÞðFe–CuÞ þ eð2ÞðFe–VÞ � eð2ÞðFe–FeÞ � eð2ÞðV–CuÞ: ð14Þ

More details about the validity of the ab initio values and
about the parameterisation scheme are presented in [27].
2.2.2. Cut bond models

As written previously, the activation energy can also be
determined using a cut bond model. With the model used
in [12,22,13,14] referred later to as CBM1, the activation
energy is the energy increase observed when moving an
Table 2
Pair interactions obtained for each parameter set (eV)

Pair interactions eð1ÞðFe–FeÞ eð2ÞðFe–FeÞ eð1ÞðFe–

This work �0.611 �0.611 �0.1
Soisson et al. [12] �1.070 – �0.3
Le Bouar and Soisson [13] �1.070 – �0.3
Schmauder and Binkele [14] �0.778 �0.389 �0.3

eð1ÞðCu–CuÞ eð2ÞðCu–CuÞ eð1ÞðV–C

This work �0.414 �0.611 �0.1
Soisson et al. [12] �1.070 – �0.2
Le Bouar and Soisson [13] �0.96 – �0.3
Schmauder and Binkele [14] �0.778 �0.389 �0.3

a Used with the CBM2 model only.
atom i, nearest neighbour of the vacancy, from its initial
position (a stable lattice site) to the saddle point position.
The activation energy is obtained as follows:

Ea ¼ esp
k �

X
j

ek�j �
X
j 6¼k

eV�j; ð15Þ

where esp
k is the binding energy of the atom k at the saddle

point position and where the summations over j extend
over all the broken bonds of the migrating atom k and of
the vacancy. For the models presented here, esp

k is indepen-
dent of the local environment. Note that, for the model of
Le Bouar and Soisson [13], we used the value obtained
independently from the local environment so as to be able
to compare equivalent models. For [12,14], the pair interac-
tions are estimated from the cohesive energies of pure met-
als (Eq. (6) up to, respectively, 1nn and 2nn interactions),
the mixing energy (Eq. (7) up to, respectively, 1nn and
2nn interactions) and the vacancy formation energies in
pure metals (Eq. (10) up to, respectively, 1nn and 2nn inter-
actions). For Le Bouar and Soisson [13], the pair interac-
tions are obtained from the Fe cohesive energy (Eq. (6)
with only 1nn interactions), the vacancy formation energy
in bcc Fe (Eq. (10) with only 1nn interactions), the mixing
energy (Eq. (7) with only 1nn interactions), the first nearest
neighbour vacancy–Cu binding energy (Eq. (9)) and also
with the Cu–Cu binding energy (Eq. (13)). These energies
can be experimental values [12], a mixing of experimental
and fitting values [14] or values obtained from an empirical
interatomic potential [13]. All the fitting values have been
collected in Table 1, along with the testing data which ap-
pear in bold characters. The corresponding pair interac-
tions are given in Table 2. More details can be found in
[12–14].

We have developed another form of cut bond model
which will be later referred to as CBM2. In this method,
we consider that the migrating atom jump does not lead
to the destruction of the bonds with the vacancy as in
CBM1 but that the bonds between the migrating atom
and its neighbours are replaced by bonds with a vacancy
and the same neighbours (i.e. we explicitly take into account
the fact that the migrating atom leaves a vacancy where it
originally sat). The activation energy is then given by
VÞ eð2ÞðFe–VÞ eð1ÞðFe–CuÞ eð2ÞðFe–CuÞ esp
Fe

63 �0.163 �0.480 �0.571 �9.166a

30 – �0.980 – �8.9
31 – �0.915 – �9.5
35 0 �0.731 �0.366 �9.557

uÞ eð2ÞðV–CuÞ esp
Cu

02 �0.180 �7.266a

80 – �8.9
66 – �8.88
35 0 �9.098
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Ea ¼
X

j

esp
k�j þ

X
j

eV�j �
X

j

ek�j; ð16Þ

where
P

je
sp
k�j is the sum of the six pair interactions of the

migrating atom k at the saddle point position,
P

jek�j the
sum of the first and second nearest neighbour pair interac-
tions of the migrating atom k in its initial stable position
and

P
jeV�j the sum of the first and second nearest neigh-

bour pair interactions of the vacancy, replacing the migrat-
ing atom. The pair interactions (Table 2) are obtained from
the same ab initio energies (Table 1) and consequently the
same equations than those used in the FISE method. In our
simulations, esp

Fe–Cu ¼ esp
Fe–Fe ¼ esp

Fe and esp
Cu–Cu ¼ esp

Cu–Fe ¼ esp
Cu

in Table 2.
This new cut bond model was developed in order to

describe differently the saddle point position and to test this
effect on the vacancy migration. The migration energies
obtained with these approaches are not correlated to the
thermodynamics of the system like in the FISE model.
They will thus enable us to assess and quantify the effect
of the migration path on the evolution of the microstruc-
ture. The two cut bond models are illustrated in Fig. 1.

From a thermodynamic point of view, the essential
parameters that should influence the precipitation are the
driving force and the interface energies. In the KMC mod-
els, the mixing and the interface energies should thus be the
determining parameters of the precipitation. From a
kinetic point of view, the migration energies as a function
of the local environment and in particular the diffusion
coefficients play a key role. Great differences exist for the
mixing energy from one set of parameters to another
(Table 1). The solubility limits of the FeCu system there-
fore change from one model to another leading to very dif-
ferent driving forces. Using the Metropolis algorithm [28],
we have determined the solubility limits at 500 �C (this
temperature is that of the experimental thermal ageing we
chose to model) corresponding to the four different values
of the mixing energy. The definition of the solid solution is
given in Section 3.2.1. The solubility limit equals 0.001 at.%
with Le Bouar and Soisson [13] parameterisation,
Fig. 1. Illustration of the
0.002 at.% with that of Soisson et al. [12], 0.05 at.% with
that of Schmauder and Binkele [14] and 0.07 at.% with
our parameters. The two first values are very low and far
from the experimental value estimated to be 0.1 at.% [29].
The corresponding driving forces for the precipitation are
therefore high, which should lead to the formation of a
high density of small Cu precipitates.

3. Results and discussion

Many experiments are available to study thermal ageing
[9,29–32]. We will focus on the thermal ageing of an Fe–
0.6 at.%Cu binary alloy at 500 �C, which we investigated
using APT to obtain the evolution kinetics of the cluster
mean radius and the cluster density. The recent work of
Perez et al. [29] has also been used to complete the study
and assess the temperature effect. We will thus compare
the MC results to these two sets of experiments which we
will describe briefly in the next paragraph.

3.1. Experimental results

We have studied the thermal ageing at 500 �C of a dilute
FeCu alloy containing 0.6 at.% Cu by APT. The Cu cluster
mean radius has been measured during thermal ageing up
to 20 h (Fig. 2). Three different stages are observed. (i) Dur-
ing the nucleation stage, the precipitation of copper gives
rise to Cu-atmospheres. (ii) During the growth stage, the
mean radius grows with a time law close to the classical
time law t1/2 (Fig. 2) [33]. From this stage, Cu precipitates
present a copper-rich core. (iii) Finally, during the coarsen-
ing stage, the cluster mean radius time evolution can be fit-
ted by the classical t1/3 LSW law [16,17] (Fig. 2). During
this later stage, the number density of precipitates is
expected to decrease. In our experiment (0.6 at.% Cu,
500 �C) it decreases after 1 h of ageing. This gives an exper-
imental evidence that growth and coarsening occur simul-
taneously, as observed in numerous alloys. The particle
number density varies from 3 · 1023 m�3 to 1 · 1023 m�3

(Fig. 2).
two cut bond models.
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Fig. 2. Microstructure evolutions measured by APT versus ageing time
for an Fe–0.6 at.%Cu alloy aged at 500 �C. (a) Mean particle radius of
copper precipitates evolution. The plain curve represents the classical t1/2

growth law. The dashed curve represents the LSW [16,17] coarsening law.
(b) Numerical density of copper precipitates evolution.
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Perez et al. [29] have thermally aged an Fe–1.4 wt%Cu
alloy at 500 and 600 �C. Using small angle X-ray scattering
(SAXS), they have measured the evolution kinetics of the
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Fig. 3. Reproduction of the results of Perez et al. [29] obtained on an Fe–
1.4 wt%Cu alloy aged at 500 �C and 600 �C. (a) Mean particle radius of
copper precipitates as measured by SAXS versus ageing time; (b)
advancement factor as measured by TEP and SAXS versus ageing time.
Cu cluster mean radius during coarsening. The curves are
shown in Fig. 3(a). According to the LSW theory [16,17],
the growth exponent is close to 1/3. It is well known [34–
37] that the Cu precipitates undergo structural changes
going from the bcc structure to a 9R, then 3R and finally
fcc structure. Depending on the authors, the precipitates
lose their bcc structure when their radius reaches a size of
6 nm [35] 4.2 nm [37] or 5 nm [9]. As our simulations are
performed on a rigid lattice, such transformations cannot
be reproduced, as whatever their size, the precipitates in
our model will remain bcc. For this reason, only the exper-
imental data for which the precipitate sizes were small
enough for them to be bcc have been used in the
comparison.

The precipitation advancement factor was another
property measured by thermoelectric power (TEP) and
SAXS. The two evolutions are given in Fig. 3(b). For
Cu, it is given by the ratio of the Cu concentration in clus-
ters at a given time over Cu concentration in clusters at
infinite time. The relation used is thus

fðtÞ ¼ CCuð0Þ � CCuðtÞ
CCuð0Þ � CCuð1Þ

; ð17Þ

where CCu(t) is the Cu concentration in the solid solu-
tion at time t, which tends towards the solubility limit
CCu(1).

3.2. Simulation results: influence of the parameters and the

models

The fitting parameters, chosen for our FISE model and
used to solve Eqs. (6)–(10) are collected in Table 1. The
influence of the value of these parameters will be discussed
next with the FISE model.

Before studying the influence of the parameters on the
precipitation, the definition of the solid solution as well
as the method used to correlate simulated time and physi-
cal time should be specified.

3.2.1. Preliminary study

3.2.1.1. Characterisation of the solid solution. To simulate a
solid solution, the solute atoms are randomly introduced in
the simulation box. Thus, small Cu clusters containing a
few atoms are formed, whose size depends on the Cu
concentration. With a Cu concentration of 0.6 at.%, Cu
clusters containing up to three atoms are formed when
the Cu distribution is randomly distributed in the simula-
tion box. As a consequence, all along the paper, for this
alloy, clusters containing as many as three Cu atoms will
be considered to belong to the solid solution. In the Fe–
1.4 wt% Cu alloy, Cu clusters containing up to four atoms
are initially present in the simulation box when the Cu
atoms are randomly distributed. Therefore, for this alloy,
we consider that a Cu atom which belongs to a cluster of
four or less atoms is still part of the solid solution. A Cu
atom belongs to a cluster if at least one of its first neigh-
bour is also a Cu atom.
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3.2.1.2. Determination of the Monte Carlo time. In each
model presented, the residence time algorithm is applied
[21]. MC time is thus incremented for each MC step by
the following amount tMC:

tMC ¼
1P8

i¼1C
i
X–V

; ð18Þ

where Ci
X–V is the jump probability of vacancy V towards

one of the 8 atoms i.
Ageing is simulated by the introduction of one vacancy

in the bcc lattice. During thermal ageing, the vacancy can
be trapped in the copper precipitates as seen in Fig. 4.
The amount of trapping depends on the parameterisation
characteristics. To take this effect into account, the MC
time is incremented only when the vacancy is in the matrix,
as proposed by Le bouar and Soisson [13]. To determine
whether the vacancy is in the matrix or in the precipitate,
a comparative study has been performed by investigating
the evolution kinetics of the Cu precipitate mean radius
during the simulation of a thermal ageing of an Fe–
0.6 at.%Cu at 500 �C. We followed the evolution of the
Cu precipitate radius with time when the time is incre-
mented whatever the vacancy environment, or when the
time is not incremented as soon as the vacancy is sur-
rounded by at least two or four Cu atoms. The three curves
obtained were similar during the nucleation phase, which
indicates (as expected) that during this phase, the vacancy
Fig. 4. Illustration of the trapping of the vacancy by a Cu precipitate. The
dots represent the position of the vacancy during the simulation. Top
figure: top the vacancy has explored the whole simulation box. Bottom
figure: the vacancy has been trapped by a Cu precipitate.
is almost never surrounded by more than one Cu atom.
However, during the growth phase, the curve obtained
when the time is incremented at each MC step differed from
the other two. This demonstrates that trapping takes place
and needs to be accounted for. It was also observed that
the number of Cu atoms close to the vacancy that we chose
for not incrementing the time (in this case two or four) did
not change the evolution kinetics. It was then decided to
not increment the time when at least two Cu atoms
surround the vacancy.

One vacancy in a 64 unit cell simulation box corre-
sponds to a very high vacancy concentration (2 · 10�6 at.
fraction) compared to the experimental equilibrium
vacancy concentration (between 10�13 and 10�11 at. frac-
tion). To take that effect into account, the MC time has
to be rescaled. Usually, the following equation is used [12]:

t ¼ CV;sim

CV;real

� �
tMC: ð19Þ

To determine the value of CV,real, one can consider that the
FeCu system is so diluted in Cu that it can be assimilated to
a pure Fe system. In this case, CV,real is given by the
relation:

CV;real ¼ exp �EforðV FeÞ
kT

� �
: ð20Þ

If one wishes to take into account the composition of the
FeCu alloy, the value of CV,real can then be estimated from
the relation:

CV;real ¼ exp �EforðV FeÞ
kT

� �
exp

DS
k

� �

� 1� 8xCu � 6xCu þ 8xCu exp
Eð1Þb ðV–CuÞ

kT

 !"

þ 6xCu exp
Eð2Þb ðV–CuÞ

kT

 !#
: ð21Þ

where xCu is the solute Cu concentration, Eð1Þb ðV–CuÞ and
Eð2Þb ðV–CuÞ are the vacancy–copper binding energies
respectively in first and second nearest neighbour. Mathon
[38] estimated DS

k to 2 for the Fe–Cu system. However, none
of these equations enabled us to rescale time in a satisfying
manner, leading us to think that none of the evaluations of
the vacancy formation energy in the Fe–Cu system is accu-
rate enough. In a first approximation, it was thus decided
to adjust directly the MC time on the experimental one.
For the simulated results obtained for one MC time, one
looks for the experimental microstructure which is the clos-
est to the simulated one. A multiplying factor is then esti-
mated from the ratio of the real (experimental) ageing
time over the simulated ageing time. This multiplying fac-
tor is then applied all along the simulation to obtain a
physical time from the MC time. The advantages of this
method are that it enables one to directly compare the dif-
ferent precipitation kinetics obtained with each method
and each parameterisation, and that it allows one to see
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Fig. 5. Comparison of the kinetics obtained with two different values of
the mixing energy. The black filled squares are the experimental data. (a)
Evolution of the Cu cluster mean radius. (b) Evolution of the numerical
density of the Cu clusters. One cluster in the simulation box corresponds
to a numerical density of 1.6 · 1023 m�3.

Table 3
Values of some properties, important for the precipitation, used to show
the influence of the mixing energy on the growth stage

Set 1 Set 2

Emix(Cu! Fe) (eV) 0.50 0.62

Eð1Þb (Cu–Cu) (eV) 0.14 0.14

Eð2Þb (Cu–Cu) (eV) �0.02 0.02
Eint(100) (mJ/m2) 504 581
Eint(110) (mJ/m2) 329 438
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if the precipitation tendency agrees with experiments. An
example is given in Fig. 5, where the MC time was adjusted
when the cluster mean radius was equal to 0.9 nm. This
corresponded to 7200 s of experimental thermal ageing.
Note that this method is not entirely satisfactory either,
as experimental results are needed to rescale the time.

Note that when several temperatures are studied, time is
rescaled first with the Eqs. (19) and (21) in order to take
into account the temperature effect on the value of the
vacancy formation energy in the FeCu alloy. The time
obtained is then directly adjusted on the experimental one.

3.2.1.3. Box size. Each ageing simulation has been per-
formed in a simulation box which contains 64 unit cells
in each of the three space directions. The box size should
be high enough to insure a certain precision of statistics
when the number of solute atoms is small. However, it
should not be too high either, for then the simulation time
will be too long. A simulation box containing 64 unit cells
in each of the three space directions represents a good com-
promise, and was usually used in the simulations of Cu pre-
cipitation [12–14].

3.2.2. Influence of the parameters

In this section, we investigate the influence of the mixing
energy, Emix, the vacancy formation energy in pure bcc Cu,
Efor(V

Cu), the binding energies between two Cu atoms,
Eb(Cu–Cu), the binding energies between a vacancy and
a Cu atom, Eb(V–Cu), and the interface energies, Eint. This
study was done using the FISE model to simulate the age-
ing at 500 �C of an Fe–0.6%at.Cu alloy.
3.2.2.1. Mixing energy. Two values of the mixing energy
were studied: 0.50 and 0.62 eV. The correct value of the
mixing energy is essential for the precipitation as it gives
the solubility limit of the system. A mixing energy of
0.50 eV leads to a solubility limit of 0.07at.% for Cu at
500 �C, which is close to the estimated experimental solu-
bility limit (0.1 at.% [29]) while with a mixing energy of
0.62 eV, the solubility limit decreases to 0.01 at.%.

The influence of the value of the mixing energy on the
time evolution of the microstructure is shown in Fig. 5.
The values of the main parameters used for these simula-
tions are in Table 3. As expected, the cluster growth is too
slow when the value of the mixing energy is high (0.62 eV)
(Fig. 5(a)). The growth exponent equals only 0.21, whereas
the time evolution of the mean radius is well reproduced
with the lowest value of the mixing energy (growth expo-
nent close to 0.5). Another difference between these two
KMC evolutions concerns the incubation time before the
precipitate growth: this time is the longest with the lowest
mixing energy. This tendency is in agreement with the work
of Soisson and Martin [22]. Moreover, as was also expected,
the numerical density of Cu precipitates, before decreasing,
is three times higher with the high mixing energy than with
the low one (Fig. 5(b)). The numerical density obtained with
the highest mixing energy (6 · 1024 m�3) is thus too high
compared to the experimental value, which is around
1023 m�3. One can thus conclude that the low mixing energy
(0.50 eV) reproduces better the experimental growth kinet-
ics of Cu precipitates after 3 h of thermal ageing. This com-
parison however is qualitative, because in the tomographic
atom probe, precipitates are accounted for only when they
contain more than 10 atoms. Furthermore, because of the
efficiency, which is around 50%, this corresponds to precip-
itates containing in reality 20 atoms. If this had been taken
into account in our simulations, rather than considering all
clusters of size larger than four atoms, the calculated density
would be much lower. The high mixing energy leads to the
formation of too many precipitates, with a growth kinetics
too slow. Also worth noting, the small differences between
the first neighbour Cu–Cu binding energy from one set of
parameter to the other one, cannot be responsible for the
major difference in the evolution kinetics of the microstruc-
ture exhibited in Fig. 5.

Differences between the interfacial energies also exist
because of the trivial dependence of the pair interaction
parameters and the mixing energies.
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3.2.2.2. Vacancy formation energy. The relaxed vacancy
formation energy in bcc Cu metal cannot be obtained by
ab initio calculations as the structure is unstable. This
parameter has thus to be adjusted. Its influence was studied
for values up to the vacancy formation energy in bcc Fe.
For each value of the vacancy formation energy, the first
nearest neighbour vacancy–Cu binding energy was kept
equal to 0.07 eV, which led to the modification of the sec-
ond nearest neighbour V–Cu binding energy. The values of
the main properties obtained with three different values of
the vacancy formation energy appear in Table 4. The
microstructure evolutions versus time are shown in
Fig. 6. The growth kinetics (Fig. 6(a)) is slightly accelerated
when the vacancy formation energy in pure bcc Cu is
increased. The kinetics obtained with the lowest value
(set 3) looks slightly better. A low vacancy formation
energy in bcc Cu means that a vacancy can be created eas-
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Fig. 6. Comparison of the kinetics obtained with different values of the
vacancy formation energy in pure bcc Cu. The black filled squares are the
experimental data. (a) Evolution of the Cu cluster mean radius. (b)
Evolution of the numerical density of the Cu clusters. One cluster in the
simulation box corresponds to a numerical density of 1.6 · 1023 m�3.

Table 4
Values of some properties, important for the precipitation, used to study
the influence on the growth stage of the vacancy formation energy in bcc
Cu

Set 3 Set 1 Set 4

Emix(Cu! Fe) (eV) 0.50 0.50 0.50
Efor(V

Cu) (eV) 1.2 1.6 2.0

Eð1Þb (V–Cu) (eV) 0.07 0.07 0.07

Eð2Þb (V–Cu) (eV) 0.12 0.06 �0.01
Eint(100) (mJ/m2) 407 407 407
Eint(110) (mJ/m2) 397 397 397
ily in a Cu environment. Consequently, the smaller this
value, the stronger the trapping of the vacancy in Cu clus-
ters. Nevertheless, as the time is not incremented as soon as
the vacancy is surrounded by two Cu atoms, the effect of
the value of the vacancy formation energy in bcc copper
is considerably reduced. The slight differences observed in
the kinetics come thus from the differences in the vacancy
trapping time near one Cu atom. The numerical densities
of the Cu clusters (Fig. 6(b)) are all of the same order of
magnitude. They are all one order of magnitude too high
until 3 h, after which time the agreement between experi-
ment and simulation is much better.

The strongest effect of the value of the vacancy forma-
tion energy in pure Cu is on the computer time consumed.
Indeed when this value is too low, the vacancy remains
trapped in Cu clusters for the bulk of the simulation, dur-
ing which time is not incremented. Thus, to reach the same
ageing time, many more MC steps have to be performed.
For example, 1.432 · 1011 MC steps were performed with
the vacancy formation energy of 1.2 eV whereas only
6.55 · 109 MC steps were done with the value of 1.6 eV
to simulate 3 h of ageing. Consequently, the vacancy for-
mation energy should not be too low – 1.6 eV seems to
be a good compromise.
3.2.2.3. First nearest neighbour Cu–Cu binding energy. The
influence of the values of the first nearest neighbour Cu–
Cu binding energy has been studied for both the low
(0.50 eV) and the high (0.62 eV) mixing energy. This
parameter could be important for the precipitation as it
could accelerate the formation of Cu–Cu bonds and stabi-
lize Cu clusters. The main values of each set of parameters
studied are given in Table 5. The comparisons of the micro-
structural evolution kinetics of the FeCu system are shown
in Fig. 7. With both mixing energies, the Cu cluster mean
radius evolutions are similar in the first stages of thermal
ageing. After 4 h of thermal ageing, with the low mixing
energy, the curve obtained with the high first nearest neigh-
bour Cu–Cu binding energy begins to saturate. A similar
behaviour occurred after 160 h of thermal ageing with the
high mixing energy. In each case, the maximal numerical
density of Cu precipitates is three times higher when the
Cu–Cu binding energy is high, which results in a simulated
density that is too high compared to the experimental one.
Thus, the high Cu–Cu binding energy enhances the
Table 5
Values of some properties, important for the precipitation, used to study
the effect of the Cu–Cu binding energy

Low mixing energy High mixing energy

Set 1 Set 5 Set 2 Set 6

Emix(Cu! Fe) (eV) 0.50 0.50 0.62 0.62

Eð1Þb (Cu–Cu) (eV) 0.065 0.14 0.08 0.14

Eð2Þb (Cu–Cu) (eV) 0.08 �0.02 0.1 0.02
Eint(100) (mJ/m2) 407 504 504 581
Eint(110) (mJ/m2) 397 329 493 438
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Fig. 7. Comparison of the kinetics obtained with different values of the first nearest neighbour Cu–Cu binding energy. For the graphs on the top, the
mixing energy equal 0.50 eV and it equals 0.62 eV for the graphs on the bottom. The parameter sets used are collected in Table 5. The black filled squares
are the experimental data. (a) Evolution of the Cu cluster mean radius. (b) Evolution of the numerical density of the Cu clusters. One cluster in the
simulation box corresponds to a numerical density of 1.6 · 1023 m�3.

Table 6
Values of some properties, important for the precipitation, used to show
the influence of the first nearest neighbour V–Cu binding energy

Set 1 Set 7

Eð1Þb (V–Cu) (eV) 0.07 0.14

Eð2Þb (V–Cu) (eV) 0.06 0.05
Emix(Cu! Fe) (eV) 0.50 0.50

Eð1Þb (Cu–Cu) (eV) 0.07 0.07

Eð2Þb (Cu–Cu) (eV) 0.08 0.08
Eint(100) (mJ/m2) 407 407
Eint(110) (mJ/m2) 397 397
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tendency for Cu atoms to precipitate without modifying
the mean size of the Cu clusters, at least until a certain
thermal ageing time. At a given time, a greater amount
of Cu has precipitated with a higher Cu–Cu binding
energy. The saturations, observed on the evolution kinetics
of the Cu cluster mean radius, appear, in each case, more
rapidly when the Cu–Cu binding energy is high. Note that
these saturations appear instead of the expected t1/3 coales-
cence law, meaning that coalescence is not well reproduced
in our systems. This process exists, but it is much too slow,
perhaps because the Cu precipitates are too stable due to
the values of the Cu–Cu binding energies and of the inter-
face energies.

If one compares the microstructures obtained with
parameter set number 5 with the low mixing energy and
parameter set number 2 with the high mixing energy, it
appears that the growth kinetics of the Cu precipitates
are different but that their numerical densities are similar.
Thus, for the numerical density, the effect of the mixing
energy and of the first nearest neighbour Cu–Cu binding
energy seems to be equivalent.
3.2.2.4. V–Cu binding energy. The influence of the first
nearest neighbour V–Cu binding energy has been studied
for a low (0.07 eV) and a high (0.14 eV) value. The impor-
tant energies of the two parameter sets obtained with these
two values of the V–Cu binding energy are collected in
Table 6 and the evolution kinetics are shown in Fig. 8.
Again, it appears that the numerical densities obtained
are similar while the Cu cluster mean radius evolutions dif-
fer. Indeed, with the high V–Cu binding energy, the incuba-
tion time before the cluster growth is longer, followed by a
faster cluster growth than in the case of the low first nearest
neighbour V–Cu binding energy. These different behav-
iours arise from the vacancy efficiency for forming clusters.
For V–nCu complexes, with n higher than 2, two binding
energy calculations have been performed. First, we have
determined the binding energy between a first nearest
neighbour V–Cu pair and a (n � 1)Cu cluster, Eb[(V–
Cu)–(n � 1)Cu]. Second, we have calculated the binding
energy of a vacancy first nearest neighbour of a nCu clus-
ter, Eb[V–nCu]. The two sets of calculations were done with
the two parameter sets in Table 6. For both parameter sets,
the differences Eb[(V–Cu)–(n � 1)Cu] � Eb[V–nCu] were
calculated and compared to each other. Whatever the clus-
ter size, the values obtained with parameter set 1 are always
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Table 7
Values of some properties, important for the precipitation, used to show
the influence of the interface energies on the growth stage

Set 1 Set 8

Emix(Cu! Fe) (eV) 0.50 0.50

Eð1Þb (Cu–Cu) (eV) 0.07 0.28

Eð2Þb (Cu–Cu) (eV) 0.08 �0.20
Eint(100) (mJ/m2) 407 678

Eint(110) (mJ/m2) 397 205
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Fig. 9. Comparison of the kinetics obtained with different values of
interface energies (Table 7). The black filled squares are the experimental
data. (a) Evolution of the Cu cluster mean radius. (b) Evolution of the
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higher than those obtained with parameter set 7. The differ-
ence is constant and equals 0.07 eV, which corresponds to
the difference between the 2 first nearest neighbour V–Cu
binding energies, the Cu–Cu binding energies being the
same in the two parameter sets. The difference that we have
calculated is important for the precipitation since the
higher it is, the most difficult it is for a vacancy to jump
from a precipitate, and so the less efficient the vacancy is
for the precipitation. Moreover, if the vacancy is first near-
est neighbour of only one Cu atom of the precipitates, time
is incremented. Consequently, the vacancy is less efficient
for the Cu precipitation with parameter set 1, that is why
the cluster growth is slower with this parameter set.
3.2.2.5. Interface energy. The influence of the interface
energies is difficult to investigate with our model. Indeed,
the set of equations (Eqs. (6)–(12)) we used leads to a
decrease of the interfacial energy along the (11 0) plane
when the interface energy along the (100) plane is
increased and vice versa. Furthermore, modifying an inter-
face energy by a large amount leads to a big modification
of the Cu–Cu binding energies which can become quite
high. This effect can be seen in Table 7 in which two values
of the (110) interface energy are presented. Consequently,
it is not an easy task to isolate the effects of the changes of
the interface energies. Nevertheless, the kinetics obtained
with the parameter sets of Table 7 are shown in Fig. 9.
The Cu cluster mean radius evolution is considerably slo-
wed down when the (110) interface energy is the lowest,
while the cluster density increases by more than one order
of magnitude. This indicates that for this value of the (110)
interface energy more numerous but smaller precipitates
are formed. These effects certainly arise because of the very
high value of the first nearest neighbour Cu–Cu binding
energy as was seen previously. It was not possible to study
the effect of these parameters for a high decrease of the
(100) interface energy and a high increase of the (110)
one since it led to a negative first nearest neighbour Cu–
Cu binding energy, which prevents Cu precipitation.

3.2.3. Final comparison of all the models

We now compare the different models [12–14] for the
ageing of the Fe–0.6at.%Cu alloy at 500 �C and discuss
the results in the light of the previous parametric study.

The evolutions of the precipitate mean radius and of
their numerical density with ageing time are shown in
Fig. 10. The time evolution of these two properties
obtained with the FISE and the CBM2 methods combined
with our parameter set and with the CBM1 method used
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with the parameter sets of [12–14] are compared. The FISE
method used with our parameter set gives a time evolution
of the precipitate mean radius in very good agreement with
the experimental one until 17 h of thermal ageing. The
kinetics obtained with the combination of our parameters
and the CBM2 method is too fast, with a growth exponent
of about 1. With the CBM1 method, the kinetics obtained
with the parameters of Schmauder and Binkele [14] follows
very well the experiments before reaching a plateau after
around 10 h of thermal ageing. With this same method,
the evolutions obtained both by Le Bouar and Soisson
[13] and by Soisson et al. [12] appear to be too slow com-
pared to the experimental one as the growth exponents
equal respectively 0.14 and 0.16. Moreover, the numerical
densities of the Cu precipitates obtained by [12,13] are
the highest, by almost one order of magnitude, which leads
them far from the experimental value estimated to be
between 1 · 1023 and 3 · 1023 m�3. From the parametric
study, these tendencies can be explained by the values of
both the mixing energy (a too high value leading to a too
high supersaturation) and the Cu–Cu binding energies.
Indeed, for [12,13] these values are very high while they
are low for [14] as well as in our parameter set.

To complete this study, we have studied the impact of
the parameter values on the vacancy migration energy.
For each parameter set, the migration energy of a vacancy
in the vicinity of a Cu atom has been determined for all
possible jumps and compared. More precisely, for the con-
figuration in which a Cu atom is first nearest neighbour of
a vacancy in an iron matrix, the energetic barriers (one
towards the Cu atom and the others towards Fe atoms)
that the vacancy has to overcome as well as the energetic
barriers of the reverse jumps have been determined and col-
lected in Fig. 11. It appears clearly that for Le Bouar and
Soisson [13] and for Soisson et al. [12], contrary to the
other cases, the barriers that the vacancy has to overcome
to jump towards the Cu atom are largely lower than all the
other ones. As a result, the vacancy will be easily trapped
by Cu, and the precipitation process will be inhibited.
Trapping will also occur when the vacancy is first nearest
neighbour of a Cu cluster but in this case, as explained pre-
viously, time is not incremented. The values of these barri-
ers show how the ‘macroscopic’ parameterisation with the
mixing energy can influence the microscopic evolution.

Another important parameter in the MC simulations is
the calculation of the activation energy, since its values
determine the vacancy diffusion path. Consequently, the
three methods (FISE, CBM1 and CBM2), are now com-
pared using exactly the same fitting parameters and the
same simulation conditions. The parameterisation chosen
was ours (Table 1, column 1). The precipitation kinetics
obtained with each model for the 500 �C thermal ageing
of the Fe–0.6 at.%Cu alloy appear along with the available
experimental results in Fig. 12. The kinetics obtained with
the FISE and the CBM1 models are very similar. The one
obtained with the CBM2 model is different as the incuba-
tion time, before the growth phase, is longer and the
growth kinetics faster. These differences can not come from
the parameterisation and thus arise from the differences
observed about the migration barriers. Indeed, changing
the activation energy means changing the migration
energy.

3.2.4. Temperature effect

MC parameters have been studied on precipitation for
only one temperature. As one of the main purposes of
the MC codes is to reproduce the temperature effect, we
investigate the ability of the models to reproduce the recent
results of Perez et al. [29] on an Fe–1.4 wt%Cu alloy aged
at 500 �C and 600 �C.

3.2.4.1. Advancement factor. Rather than determining the
Cu clusters’ numerical density, Perez et al. [29] determined
the precipitation advancement factor of the Fe–1.4 wt%Cu
alloy aged at 500 �C and 600 �C. The precipitation
advancement factors obtained with the FISE method com-
bined with our parameters as well as with the CBM1 model
combined with the parameters of [12–14] are given in
Fig. 13 for 500 �C and 600 �C. For each series of curves,
the multiplying factor used to adjust the time rescaled first
with the Eqs. (19) and (21) is the same for the two temper-
atures. It has been determined from the advancement fac-
tor obtained at 500 �C. Globally, at 500 �C, the simulated
advancement factors are in quite good agreement with
the experimental one, those of Le Bouar and Soisson [13]
and of Soisson et al. [12] being slightly the best ones. How-
ever, at 600 �C, the agreement is no longer as good because



Fig. 11. Vacancy migration energies (in eV) when the vacancy is first nearest neighbour of a Cu atom for the three methods developed with their original
parameters. The migration energies of the inverse jumps are also written. The vacancy is represented by the white square, the Cu atom by the black circle
and the Fe atoms by the white circles.

E. Vincent et al. / Journal of Nuclear Materials 373 (2008) 387–401 399
the curves obtained are shifted towards shorter times com-
pared to the experimental curve. Moreover, our parameters
and those of Schmauder and Binkele [14] lead to curves
whose slopes are too stiff. The parameters of Soisson
et al. [12] and of Le Bouar and Soisson [13], on the other
hand, lead to curves with very good tendencies. Thus, all
models exhibit a temperature effect, however this effect
does not always correspond exactly to the experimental
one.

3.2.4.2. Evolution kinetics of the Cu cluster mean radius. The
evolution kinetics of the Cu cluster mean radius formed in
the Fe–1.4 wt%Cu alloy aged at 500 �C and 600 �C
obtained with the FISE model combined with our param-
eters and with the CBM1 model associated with the param-
eters of Soisson et al. [12], Le Bouar and Soisson [13] and
of Schmauder and Binkele [14] appear in Fig. 14. For each
series of curves obtained with one of the parameter sets,
time was adjusted with the same multiplying factor, deter-
mined previously from the advancement factor evolution at
500 �C (Fig. 14). At 500 �C, the mean radius evolutions are
all too slow, but the one obtained with our parameters is
the closest to the experimental kinetics, and follows it very
well until 3.5 h of thermal ageing. At 600 �C, the kinetics
are not correct either. Those obtained with the parameters
of Soisson et al. [12] and of Le Bouar and Soisson [13] are
still too slow. With our parameters, the growth begins
slightly too early but the curve tendency is quite good (a
simple modification of the time factor (translation of the
curve in time) can lead to a good description of the time
evolution of R). The curve obtained from the parameter
set of Schmauder and Binkele [14] is also close to the exper-
imental one before the slope changes. It seems thus to be
difficult to obtain both a good advancement factor and a
good cluster growth kinetics whatever the parameter set
and the model used to determine the activation energy.
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Indeed, for the advancement factor, the best tendencies are
those of Le Bouar and Soisson [13] and of Soisson et al.
[12], but their parameter sets give too slow cluster growth
kinetics. Conversely, our parameters lead to correct Cu
cluster growth kinetics but the corresponding advancement
factors tend too rapidly until 1. This indicates that other
corrections need maybe to be included in the data treat-
ment to obtain a better agreement and shows that con-
fronting data from simulations to experimental data is
not a trivial task even in what appears to be a simple case.

These results show the necessity of validating a MC
parameterisation on at least two microstructural parame-
ters (Cu cluster size plus numerical density or Cu cluster
size and advancement factor). Using only the advancement
factor evolution is misleading, as for a given value of this
parameter, the microstructure can be composed of either
a great number of small clusters or a small number of big
clusters.

None of the models reproduces accurately the tempera-
ture effects. This problem can be due to a bad evaluation of
the vacancy formation energy, a too simplistic model and/
or to the fact that our models apply for FeCu alloys of the
highest purity, whereas in reality impurities such as carbon
can have an influence on the kinetics, influence not taken
into account in our models. Another discrepancy found
with all the KMC methods investigated here is that the
numerical densities simulated are always higher than the
experimental ones. This may be due to the difficulty of
defining whether an atom belongs to the solid solution or
to a cluster. Furthermore, let us not forget that the
tomographic atom probe efficiency of detected atoms is
around 50%. This has not been taken into account in this
work.
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4. Conclusion

We have compared different kinetic Monte Carlo meth-
ods used to simulate the precipitation of the FeCu system.
A parametric study indicates that, as expected, the mixing
energy is the most important parameter for the precipita-
tion kinetics as it determines the solubility limit of the sys-
tem as well as the driving force of the precipitation of the
Cu clusters. The Cu–Cu binding energy and the interface
energies are also important parameters for the precipita-
tion since they can enhance or hinder the precipitation of
Cu atoms. Our study also indicates the importance of val-
idating the MC simulations using at least two microstruc-
tural parameters (the Cu cluster mean size, their
numerical density or the advancement factor).
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